Abstract—To overcome issues originating from the CMOS technology, a large-scale reconfigurable data-path (LSRDP) processor based on single-flux quantum circuits is introduced. LSRDP is augmented to a general purpose processor to accelerate the execution of data flow graphs (DFGs) extracted from scientific applications. Procedure of mapping large DFGs onto the LSRDP is discussed and our proposed techniques for reducing area of the accelerator within the design procedure will be introduced as well.
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I. INTRODUCTION

These days, providing high computational power to individual researchers is crucial for progress of the research and development. Although, continuing advances in manufacturing processes have made it possible for processor vendors to build increasingly faster, there is still a high demand to meet the required performance for specific applications. As a solution, a hybrid architecture comprising an accelerator augmented to a GPP can be exploited for special purpose computations [1][5]. Generally as the most of computing systems are implemented by CMOS technology, there are some barriers in realizing powerful computing systems using this technology. The most important issues are high heat radiation, long interconnection delays and memory-wall problem [9]. A desk-side tera-flop scale computer has been introduced which consists of a CMOS general purpose processor, a memory and a single-flux quantum (SFQ)-based reconfigurable large-scale data-path processor (SFQ-LSRDP) as an accelerator (Fig. 1) [9].

A SFQ circuit is based on the superconductor technology which includes low power consumption and high speed compared to the CMOS circuits. It uses a 1mV extremely low-width pulse as an information carrier that is propagated at very high speed (up to light speed) in the circuit. High-speed switching and signal transmission, low power consumption, compact implementation (small area), suitability for pipeline processing of data stream are the main features of the SFQ technology [4].

Developing necessary tools for compiling applications, generating data flow graphs (DFGs) and configuration bit-streams as well as designing and fabricating LSRDP architecture are the main phases of implementation of the target computer. In the architecture side, the main components of LSRDP as well as structure of routing resources which all are implemented by SFQ circuits will be discussed in this paper. As a basic component of the tool chain we will concentrate on the DFG mapping tool and how it is exploited during the design procedure of the LSRDP. Basic specifications of the LSRDP architecture and constraints originating from the SFQ circuits ought to be taken into account within the tool development and LSRDP design procedure. Placing input nodes on appropriate locations is a key step in the placement procedure which highly impact the final cost which is based on the connection length. Connection length is also a key factor in turn which strongly impacts the routing resources area and overall area of the accelerator. A placement algorithm for input ports as well as an alternative to connection length measurement are proposed that can be effective in reducing the implementation cost. We evaluate the result of utilizing proposed techniques during the LSRDP design procedure. Moreover, a benchmark of computational-intensive scientific applications are introduced which are attempted for designing the target hardware.

II. LSRDP GENERAL ARCHITECTURE AND SPECIFICATIONS

Fig. 1 displays the overall architecture of the proposed high-performance computer consisting of a GPP, an LSRDP as accelerator and memory elements. Generally, LSRDP is a pipelined architecture comprising a two-dimensional array of processing elements (PEs) such that one PE can be connected through operand routing networks (ORNs) to a number of PEs in the next row. Data flow graphs are pulled-out from critical segments of applications and configuration bit-streams are generated for them. During execution of an application, configurations associated with the critical segments are loaded onto the LSRDP and executed in a pipeline fashion. The main specifications of the LSRDP architecture are presented here.
Layout: Layout of the LSRDP indicates the type of functional units and their distribution. Two types of layout are examined for LSRDP during the design procedure. In a normal layout (Layout-I), each FU can implement any operation including ADD/SUB and MUL. In Layout-II only one of operations ADD/SUB or MUL is implemented in each PE.

Input/Output ports: I/O ports are located on top and bottom borders of the LSRDP. The limitation on the number of ports depends on the available memory bandwidth. LSRDP operation frequency, width of data bus and the number of memory read/write channels.

LSRDP dimensions: Fig. 1 shows that LSRDP is a matrix of PEs in which the height and width of LSRDP are the number of rows and columns, respectively.

PE types: Three PE architectures are examined for the LSRDP (Fig. 2). Most suitable PE is selected during the design procedure. The basic PE architecture includes an FU for implementing desired operation and a TU (transfer unit). As ORNs provide only routing resources between consecutive rows, TUs are utilized to connect two PEs locating on inconsecutive rows. It is possible to use an FU for implementing a transfer unit as well. In addition, each PE has three inputs (two inputs for FU and one for the TU) and two outputs (one from FU and another from TU). The second PE architecture has one additional TU for increasing the flexibility of routing and it has 4-ins/3-outs. The third PE architecture has a similar architecture to the first one, the difference is in possibility of implementing two simultaneous TUs by the FU (totally three TUs). An additional mux should be used inside the PE to choose between FU’s output and the input.

Type and granularity of functional units: It is assumed that FUs can implement basic 64-bit double-precision floating point operations. E.g., ADD, SUB, and MUL. Control instructions (branches) and direct memory accesses via PEs are not supported.

Operand routing network (ORN): PEs of each row are connected to the PEs in the next row through ORNs as routing resources. Fig. 3 shows the definition of the connection length and the maximum connection length (MCL) on a piece of LSRDP architecture. It can be seen that the connection length of two PEs is the horizontal distance between them. ORNs’ functionality is similar to a multiplexer, however in the SFQ implementation; ORNs are composed of cross-bar switches (CBs). Similar to other components of the LSRDP, CBs are also implemented by means of Josephson Junctions as the basic elements of the SFQ circuits [3]. An ORN for the PE architecture consisting of one FU and a TU (3-input/2-output) is presented in Fig. 4. The crossbar-based ORN has a regular pipelined structure that does not limit the performance of the LSRDP and can be reconfigured on the fly.

A united ORN is implemented between each two rows rather than implementing separate ORNs for each PE. In Fig. 4 it is assumed that the MCL is equal to two, therefore, each PE in the left side (a row of PEs) can be connected to any of five (2xMCL+1) PEs in the right side (consecutive row). The number of PEs in a row, MCL size and the number of input/outputs for each PE are the main factors which affect the ORN size. In Fig. 4, assuming W as the number of PEs in each row (LSRDP width), the ORN will consist of 2xWx(4xMCL) CBs.

III. LSRDP DESIGN PROCEDURE AND MAPPING TOOL

We used a quantitative approach for designing the LSRDP architecture and determining its detailed architectural specifications. Whole the design procedure is an iterative process of gathering statistics and analyzing the results. First, DFGs are mapped onto the LSRDP and the outcome is analyzed. The mapping is performed without forcing any constraint except the constraints originated from LSRDP architecture e.g. unidirectional data flow over the PE rows, availability of routing resources between subsequent rows and etc. Then, the results of mapping are analyzed to decide an appropriate value for an intended parameter.

A. DFG Extraction

Four applications are attempted as scientific benchmark applications including: one-dimensional heat (referred as Heat) and vibration equations (Vibration), two-dimensional Poisson equation (Poisson) [7], and recursion calculation part of electron repulsion integral (ERI) [6] as a quantum chemistry application. All calculations consist of ADD, SUB, and MUL operations and DFGs have been extracted manually.

B. Placement and Routing

During mapping process, firstly, DFG nodes are placed on appropriate positions (PEs) in the LSRDP. This is similar to the well-known placement problem [8]. Generally, minimizing the total connection length or the maximum connection length are main objectives, however in designing LSRDP, the main goal is to
minimize the maximum connection length (MCL) that directly impacts the ORN size and the LSRDP area as well.

Routing process is the next stage that establishes connections between the PEs by means of ORNs and transfer units [8]. For each connection it is aimed to find a shortest path between the source and destination PEs. ORNs provide connection resources between two succeeding rows, therefore, the connection length between two PEs in two subsequent rows should be less than the available connection lengths provided by the ORNs.

C. I/O Nodes Placement

Input/output nodes of the DFG should be located on appropriate input/output ports of the LSRDP. ORNs as routing resources exist between the first/last LSRDP rows and input/output ports. The main objective is to reduce the connection length between input/output ports and PEs in the first/last row of the LSRDP. Since DFG nodes are placed based on the location of their parents inside the LSRDP, placing input nodes is performed in a different manner from the placing output ports and it has more impact in the quality of final placement. Proper locations for output nodes can be determined based on the position of parent nodes which have already been placed.

In a simple placement algorithm for input nodes referred as fan-out based placement, I/O nodes are placed with respect to their fan-out or the total number of children. First, input nodes of DFG are prioritized with respect to their fan-out and then the placement algorithm looks for proper locations for them over the input ports to minimize the longest connection length.

Here a new algorithm (referred as proximity factor-based placement) for input node placement is proposed. The main intuition behind the proposed algorithm is to locate input nodes which have stronger connections to each other in a closer distance. We define a factor referred as proximity factor to represent the strength of forces that PEs can exert to each other.

**Proximity factor:** for each pair of inout nodes i and j their proximity factor is calculated as:

\[
p_{i,j} = \sum_{k \in S_{i,j}} \frac{1}{D_{k,i}}
\]

while \( D_{k,i} \) is the distance of common descendant node k to the input ports i and j. The distance of a node to its related input port can be calculated as its ASAP (As soon as possible [2]) level of execution. \( S_{i,j} \) is the set of common descendants for the input nodes i and j. Larger number of common descendants with smaller distance to the parents pair result in larger proximity factor and therefore, coresponding nodes should be placed in a closer distance to each other. A heuristic algorithm is introduced below which employs the proximity factor for positioning input nodes of a DFG onto the LSRDP input ports.

**Some Definitions:**

- \( L \): is the input ports array which stores the list of placed nodes such that the indexes indicate the location of corresponding input node.
- \( P \): is the matrix of proximity factors for input node pairs.

\[
P = \begin{bmatrix}
\infty & p_{1,2} & ... & p_{1,n} \\
p_{2,1} & \infty & ... & p_{2,n} \\
... & ... & ... & \vdots \\
p_{n,1} & p_{n,2} & \cdots & \infty
\end{bmatrix}
\]

\( l \) and \( r \): denote the index of candidate locations in L for placing the under process input node.

\( C_{i,m} \) and \( C_{r,m} \): show the amount of proximity of an under process node m to the previously placed input nodes which have been located between l and r in array L. The node m will be placed in location l if \( C_{i,m} \) is larger than \( C_{r,m} \), otherwise, it will be located in location r. \( C_{i,m} \) and \( C_{r,m} \) are calculated as:

\[
C_{i,m} = \sum_{i=1}^{n} p_{i,m} \times \frac{1}{|l-i|} \quad (4), \quad C_{r,m} = \sum_{i=1}^{r} p_{i,m} \times \frac{1}{|r-i|} \quad (5)
\]

In (4) and (5), \( p_{i,j} \) is the proximity factor of node m and node i that has already been placed. The second term is the inverse of distance of candidate location (l or r) to the location of node i. In this way, the strength of proximity to already placed nodes is examined and one of the candidate locations (l or r) is chosen.

**Placement alg.**

1. Construct matrix \( P \) including the proximity factors for each pair of input nodes (n is the number of input nodes) and initialize \( L = \Phi \).
2. Find node m with the highest proximity factor from the first row of matrix \( P[l=1] \) and place it in array L so that \( L[n/2] = m \).
3. Initialize l and r to n/2-1 and n/2+1, respectively.
4. Find the next node (m) with the highest proximity factor from the first row of matrix \( P[l=1] \).
5. Calculate \( C_{i,m} \) and \( C_{r,m} \) using (4) and (5).
6. if \( C_{i,m} > C_{r,m} \):
   \[ l = l+1, L[l] = m \]
else:
   \[ r = r+1, L[r] = m \]
7. If still there is unplaced input node, go to step 4.

D. Connection-length minimization

The connection length between source and destination nodes is evaluated as the horizontal distance of two nodes (connection length = \( l_{x} = d_{x} \), horizontal distance). For two nodes located in two consecutive rows (\( d_{x} = 1 \)), the only possible way for routing is through the available ORN resources. On the other hand, for two nodes placed on inconsecutive rows (vertical distance: \( d_{z} > 1 \)), it is possible to use intermediate TUs for routing. In this way, the connection can be segmented to \( d_{z}-1 \) connections between consecutive rows.

Considering above point, we use an alternative measurement for the connection length as \( l_{y} = d_{y} / d_{z} \). In Fig. 5 (left-side) the two definitions of connection length have been displayed. In right-side two connections (denoted by 1 and 2) can be seen so that \( l_{y1} = d_{y1} / d_{z} = 3 \), while they have different vertical distances \( d_{z1} = 1, d_{z2} = 3 \). For connection 1, connection length would be 3 and the only possible way for routing from src to dest1 is via the ORN switches. On the contrary, for connection 2, it is possible to use available intermediate TUs and break it into three segmented connections from src to dest2. This results in reducing connection length to one. By using above new definition for connection length measurement, we modified the placement algorithm such that the vertical connection length becomes effective in calculating the cost function.
IV. EXPERIMENTAL RESULTS

We conducted experiments to evaluate different LSRDP architectures exploiting the proposed mapping techniques. Input DFGs (including 10 DFGs) were extracted from the four target applications as mentioned in Section III-A. Three PE structures (Fig. 2) and two LSRDP layouts (introduced in Section II) were examined. Due to various number of inputs and outputs of the PE architectures, three ORN structures were designed and their area were calculated as in Table 1. In order to calculate PE area, it is assumed that the number of Josephson Junctions (JJs) required for implementing a TU or mux in a PE is almost 4%10 of a double-precision functional unit [3]. One basic requirement is to reduce the area of LSRDP because of limitations and difficulties in implementing large SFQ circuits.

Table 2 shows results of evaluations of various LSRDP architectures. We used both techniques presented in Section III-C for placing input nodes. In addition the MCL minimization technique introduced in Section III-D were exploited to reduce the MCL size. In Table 2, S1 denotes first strategy including fan-out based input node placement and using $l_{in}$ as the cost of connection lengths. S2 stands for a strategy employing the proximity-factor based input node placement and $l_{out}$ for the connection length measurement. Results of experiments show the effectiveness of the proposed techniques in reducing MCL, ORN size as well as the overall LSRDP size. It is observed that implementing each CB needs around 550JJs and each FU i.e. ADD/SUB or MUL requires around 40KJJs.

The LSRDP area is composed of the area of ORNs and PEs. Area of ORNs (first row) has been represented by the number of cross-bar switches and the area of PEs (second row) is estimated by the number of required FUs. Overall area of the LSRDP (the last row) has been reported in terms of the number of Josephson Junctions (JJs). Since each PE in Layout-I implements both ADD/SUB and MUL operations, it needs larger overall area regardless of the strategy of mapping. Comparing PE architectures, although PE arch. I gives smaller MCL size, but it results in larger overall area for both layout types. As PE arch. I has four inputs and three outputs which are more than those of two other PE architectures, therefore, ORN size would be bigger referring to Table 1. In Table 2 it can also be observed that the PE basic arch. and PE arch. II both obtain smaller overall area for LSRDP, however the MCL size for the first one is larger. Using mapping strategy S2, Layout-II and the PE arch. II the smallest area is achievable for the LSRDP.
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